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Abstract Large-scale dynamics parameterizations are tested numerically in cloud-resolving simulations,
including a new version of the weak-pressure-gradient approximation (WPG) introduced by Edman and
Romps (2014), the weak-temperature-gradient approximation (WTG), and a prior implementation of WPG.
We perform a series of self-consistency tests with each large-scale dynamics parameterization, in which we
compare the result of a cloud-resolving simulation coupled to WTG or WPG with an otherwise identical sim-
ulation with prescribed large-scale convergence. In self-consistency tests based on radiative-convective
equilibrium (RCE; i.e., no large-scale convergence), we find that simulations either weakly coupled or
strongly coupled to either WPG or WTG are self-consistent, but WPG-coupled simulations exhibit a nonmo-
notonic behavior as the strength of the coupling to WPG is varied. We also perform self-consistency tests
based on observed forcings from two observational campaigns: the Tropical Warm Pool International Cloud
Experiment (TWP-ICE) and the ARM Southern Great Plains (SGP) Summer 1995 IOP. In these tests, we show
that the new version of WPG improves upon prior versions of WPG by eliminating a potentially troublesome
gravity-wave resonance.

1. Introduction

Studies of idealized tropical dynamics using single-column and cloud-resolving simulations frequently incor-
porate parameterized large-scale dynamics to capture the interaction between the modeled domain and
the environment [e.g., Chiang and Sobel, 2002; Raymond and Zeng, 2005; Kuang, 2008, 2011; Emanuel and
Sobel, 2013; Bony et al., 2013]. A large-scale dynamics parameterization, also referred to as a supradomain-
scale (SDS) parameterization [Romps, 2012a], diagnoses the large-scale convergence into a modeled column
by comparing the modeled profile of pressure or temperature to a reference environmental profile. There
are two main SDS schemes: the weak-temperature-gradient approximation (WTG) and the weak-pressure-
gradient or damped-wave approximation (WPG). In the former, horizontal temperature gradients are
assumed to be small, and buoyancy differences between the column and the reference environment are
relaxed by vertical advection of potential temperature on some fixed time scale [Sobel and Bretherton, 2000;
Raymond and Zeng, 2005; Sessions et al., 2010; Wang and Sobel, 2012; Wang et al., 2013]. On the other hand,
WPG uses a parameterized form of the pressure-gradient force between the column and the reference envi-
ronment to diagnose large-scale convergence [Holton, 1973; Nilsson and Emanuel, 1999; Raymond and Zeng,
2000; Kuang, 2008; Blossey et al., 2009; Kuang, 2011; Romps, 2012a, 2012b; Edman and Romps, 2014].

The goal of an SDS scheme is to produce the convergence profile that a modeled column would experience
if immersed in the chosen environment. The convective dynamics within the column are modeled with
either a single-column model (SCM), typically with a convective parameterization, or with a cloud-resolving
model (CRM). A typical use for an SDS scheme is to feed it a time-dependent profile of temperature or pres-
sure from observations and see whether the SCM or CRM faithfully replicates the observed precipitation. In
this case, any mismatch between the observed and modeled precipitation may be due to errors in the SDS
scheme, errors in the SCM/CRM, or both. Therefore, these types of simulations are not well suited for evalu-
ating the SDS schemes.

To evaluate the SDS schemes, we need to eliminate the influence of model error. This can be accomplished
by using an SCM/CRM simulation as the benchmark. Consider two simulations that use the same SCM or
CRM, as depicted in Figure 1. Run 1 may, in general, be forced with any time-dependent convergence,
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Same set of forcings, horizontal advection, surface fluxes, and

Any set of fOI’CIngS except convergence

nudging. These forcings may be taken from
l observations or they may be constructed
artificially. Run 2 uses the same set of forc-
'\r"uOndi' "r/'lf’ndg' ings minus the convergence. Instead of
being forced with a time-dependent con-

vergence profile, run 2 uses an SDS scheme
| to calculate its convergence profile. And, in
particular, the SDS scheme uses the tem-
Same output?
If 50, self-consistent perature (for WTG) or pressure (for WPG)
from run 1 as the environmental profile.

Figure 1. A general self-consistency test for an SDS scheme. An SDS scheme Since the model used in both runs is the
passes the self-consistency test if two simulations of the same SCM or CRM . . X .
give the same output when forced as depicted above. In particular, run 2 is same, and since the forcings are identical
forced with the same set of forcings as run 1, except that the convergence aside from the use of the SDS scheme, any
profile is determined from the SDS scheme rather than being prescribed. In differences in the resulting model output
the SDS scheme, the environmental profile (either pressure for WPG or tem- R .

will be due to a failure of the SDS scheme. If

perature for WTG) is taken from run 1.

the model outputs are the same, then we
say that the SDS scheme has passed the self-consistency test. Here “self-consistency” refers to the model
behaving the same as itself.

A more explicit example of what we mean by self-consistency is the following. Imagine a large-domain sim-
ulation of statistically steady and uniform convection. Now, consider a small subdomain. This small subdo-
main, if left immersed in the large-domain simulation, is unambiguously stable. If, when coupled to WTG or
WPG using a reference profile representative of the larger domain, the small subdomain continues to evolve
in the same statistically steady manner as it did when immersed in the large domain, then we would say
that this simulation passes the self-consistency test. If the coupled simulation develops a different large-
scale circulation, then the large-scale dynamics parameterization is not faithfully representing the interac-
tion between the smaller subdomain and the large-scale environment. We would say, in this case, that the
SDS scheme fails the self-consistency test.

In particular, we will say that an SDS scheme passes the self-consistency test if it generates domain-mean
anomalous ascent or descent that is much smaller in magnitude than the radiatively driven clear-sky descent
speed in the benchmark simulation. For example, an SDS scheme that perfectly replicates an RCE benchmark
will have a domain-mean ascent profile that is zero; since zero is certainly less than O(0.1) of the radiatively
driven clear-sky descent speed, this SDS is self-consistent. On the other hand, if the SDS scheme causes the
atmosphere to dry out and descend en masse to balance radiative cooling, then the domain-mean descent
speed will be comparable to the clear-sky descent speed in the benchmark RCE simulation; therefore, this
SDS scheme would be considered to have failed the self-consistency test in spectacular fashion.

Much of the work using single-column and cloud-resolving models coupled to large-scale dynamics param-
eterizations has focused on the conditions leading to multiple equilibria (i.e., the presence of distinct wet
and dry equilibrium states) [Sobel et al., 2007; Sessions et al., 2010] or on comparisons with observations
[e.g., Wang et al., 2013]. There has been comparatively little effort expended on studying whether or not
commonly used SDS schemes can simply reproduce the behavior of a model immersed in a larger version
of itself. This is the goal of the self-consistency tests we conduct in this study. In order to reliably compare
model results with observations, one might reasonably expect that an SDS scheme must be able to pass a
self-consistency test. Some implementations of WTG have been shown to fail self-consistency tests [Ray-
mond and Zeng, 2005; Raymond, 2007; Daleu et al., 2012], and Kuang [2011] found that one implementation
of WPG passes for some parameter choices, but not others.

But, is it fair to expect these SDS schemes to succeed in these self-consistency tests? What if failing a self-
consistency test simply reflects a true instability in convecting atmospheres, whereby a statistically uniform
patch of atmosphere evolves a large-scale circulation? Indeed, it has been suggested that the existence of
multiple equilibria in single-column models with an SDS scheme is related to the phenomenon of convec-
tive aggregation [Sobel et al., 2007]. Fortunately, we can exclude this possibility so long as we use fixed radi-
ative cooling profiles in the self-consistency tests. Although convective aggregation has been studied
extensively in numerical models [Held et al., 1993; Bretherton et al., 2005; Stephens et al., 2008; Muller and
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Held, 2012; Jeevanjee and Romps, 2013; Emanuel et al., 2014; Wing and Emanuel, 2014], there has been no
example of convective aggregation with fixed, horizontally uniform radiative cooling. In fact, all indications
are that interactive radiation (i.e., radiation that interacts with water vapor and clouds) is essential to the
triggering and maintenance of convective aggregation. Therefore, when using fixed radiation, SDS schemes
should be able to pass self-consistency tests.

A key motivation for this study is to test the new form of WPG introduced by Edman and Romps [2014] in a
cloud-resolving framework. In that study, we used an idealized shallow-water framework to show that the
new WPG improves upon previous implementations of WPG and WTG by more accurately capturing steady
state and transient dynamics. Additionally, in the idealized system, this new form of WPG removes a poten-
tially troublesome gravity-wave resonance found in prior versions of WPG. In such a case, rather than damp-
ing the buoyancy anomaly away on the time scale for gravity-wave emission from the column, the column
coupled to old WPG behaves as though an infinite, convectively coupled wave is passing through the
domain [Romps, 2012al. This behavior is undesirable if one is attempting to parameterize the interaction
between convection and large-scale convergence. In this study, we present evidence that this gravity-wave
resonance can cause problems in simulations coupled to WPG and show that it is eliminated entirely in the
new WPG presented by Edman and Romps [2014].

In this paper, we use cloud-resolving simulations with and without large-scale dynamics parameterizations
to test the claims of improvement to WPG made by Edman and Romps [2014] using self-consistency tests.
First, we perform self-consistency tests with WPG and WTG using a cloud-resolving model in a simple
radiative-convective equilibrium (RCE) framework. We also perform self-consistency tests with observed
forcings, by comparing simulations forced with vertical-velocity observations from two observational cam-
paigns—the Tropical Warm Pool International Cloud Experiment (TWP-ICE) [Fridlind et al., 2010] and the
Atmospheric Radiation Measurement (ARM) Southern Great Plains (SGP) intensive observational period
(IOP) of July 1995 [Ghan et al., 1999]—with simulations using large-scale dynamics parameterized by new
WPG, old WPG, and WTG. Section 2 describes the implementations of the three large-scale dynamics param-
eterizations used in this study (2 versions of WPG, 1 version of WTG). Section 3 describes the RCE self-
consistency tests and contains a brief discussion of their implications. In section 4, we describe the self-
consistency tests based on the TWP-ICE and SGP data and discuss the gravity-wave resonance problem in
old WPG. We conclude with a brief discussion in section 5.

2. Implementations of WPG and WTG

The SDS scheme that we refer to as “old WPG” is the version used in Romps [2012b]. The horizontal diver-
gence J(z;t) is calculated by

(2, t)= LPEVTPZD s gy ()

where the overbar represents the horizontal average over the column and a subscript 0 denotes the envi-
ronmental reference profile that is provided to the parameterization. The length scale L and time scale 1/a*
are input parameters to the scheme.

“New WPG” is a modification to old WPG introduced by Edman and Romps [2014], in which equation (1) is
replaced by the following pair of equations:

’ _ 1 [3(27 t)—po(z, t) _x sl
8{5 (Z7 t)*L—ZT oo (Z, t), (2)
5(z,0)=8(z,t)+ %aﬂs/(z, ). 3)

Here the horizontal divergence §(zt) is the old WPG divergence §'(z, t) modified by a term proportional to
the length scale L divided by the first-baroclinic wave speed NH/ (i.e., the time for a dry first-baroclinic
wave to cover a distance L), where N is a reference Brunt-Vaisala frequency and H is the height scale. This
factor is added to account for the back reaction exerted on a column of fluid by gravity waves exiting the
column, as described in Edman and Romps [2014].
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We implement WTG in the relaxed form following Raymond and Zeng [2005], where the vertical velocity
w(z, t) is calculated as

_ 0v(z7 t)70V0(27 t)
W)= T max . 00wz 0]

(4)

above a height of 1 km. Below z= 1 km, w is linearly interpolated to zero at the surface. A minimum stability
of y=0.01 K km ™" is enforced in the denominator to avoid singularities, and 7 is a relaxation time scale that
is an input parameter to the scheme. This vertical velocity is then converted to a horizontal divergence
d(z,t) by

o(z,t)=— O [p(z, t)w(z,t)]. (5)

1
(z,1)
The horizontal divergence calculated by an SDS scheme defines a mass source, —pd, which is added to the
cloud-resolving model’s tendencies of density, water vapor, and temperature. Following Romps [2012b], we
also include the horizontal advective effect of convergence over the modeled domain in the tendencies of
potential temperature and water vapor. This is represented by a second-order centered method, such that
the tendency equations have the following modifications:

el

Op(x,t)=—p(x,t)0(z,t)+..., (6)

Oilp(x. 09, (%, 0]=~(x,00z.01{ 0, (x.0)* J [a(2) @ (x.0] | ... o
1

ailp(x, 0(x, t)]=—p(x, 1)3(2, r){e(x, )+ [60(2) ~0(x, ) } Fo ®)

Note that the above equation for potential temperature 0 was incorrectly written in terms of absolute tem-
perature in Romps [2012b], but it was correctly implemented in terms of potential temperature both there
and here.

All simulations are performed using the fully compressible, cloud-resolving model Das Atmospharische
Modell (DAM) [Romps, 2008] with 2 km grid spacing in the horizontal, a doubly periodic domain, and no
Coriolis force. The vertical grid is stretched, ranging from approximately 50 m grid spacing near the surface
up to 1 km near the model top, which is at 32 km.

3. Self-Consistency in RCE

Radiative-convective equilibrium (RCE) is a state of no mean convergence into the simulated column, and it
serves as a particularly simple situation in which to test self-consistency. We use the following basic proce-

dure for the self-consistency tests: (1) run a cloud-resolving model to RCE with fixed SST and fixed radiative
cooling, without any SDS scheme; (2) run an identical simulation, but coupled to either WPG or WTG, using

the mean profiles of pressure (for WPG) or temperature (for WTG) from the first simulation as the reference

environment. These two steps correspond to model runs 1 and 2 in Figure 1. If the SDS scheme passes the

self-consistency test, run 2 should exhibit no mean ascent.

For both runs 1 and 2, surface fluxes are calculated using a bulk aerodynamic formula over an ocean with a
fixed SST of 300 K and the profile of radiative cooling is fixed as the average of an otherwise identical 120
day RCE simulation with interactive radiation. Run 1 lasts 240 days; run 2 is initialized from a 3-D snapshot
taken at the end of the run 1, and it lasts 90 days. The reference profiles of temperature, pressure, and water
vapor used as input to the SDS schemes in run 2 are averages over the last 120 days of run 1.

Self-consistency in RCE appears to depend on the choice of relaxation parameter for each scheme (e.g.,
for WTG and L for both WPGs). We test three choices of relaxation parameter for each scheme, correspond-
ing to different adjustment time scales (t) for WTG and different length scales (L) for WPG. The three values
of L are 128, 1280, and 12,800 km. The smallest value of L is twice the width of the domain and the largest
is ~1/3 the circumference of the earth at the equator. For WTG, 7 is set to L/c, where c ~ 50 m s~ ' is the
approximate wave speed of the first baroclinic mode in the tropical atmosphere, so t takes the values
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Figure 2. Rainfall time series for the RCE self-consistency tests. In all plots, the thin black line depicts the domain-averaged precipitation
from the RCE simulation. The results of the coupled simulations ((top) WTG; (middle) old WPG; (bottom) new WPG) are shown after day
240; the green lines represent the precipitation from simulations with the strongest coupling to WPG or WTG (e.g., L = 128 km for WPG,

7 =0.725 h for WTG), the blue lines show the intermediate choice, and the orange lines show the case with the weakest coupling, which is
effectively RCE for all the SDS schemes.

0.725, 7.25, and 72.5 hours. Additional simulations (not shown) with a larger domain (144 X 144 km) indi-
cate that WTG may become more self-consistent with larger domain sizes, while WPG is much less sensitive.

Figure 2 shows the precipitation time series from the last part of run 1 (RCE) and the entirety of run 2 (the
SDS parameterized simulations) for each choice of SDS scheme and relaxation parameter. Run 2 begins at
day 240 and continues until day 330; thick, colored lines show results for WTG (top), old WPG (middle), and
new WPG (bottom). For all SDS schemes with the parameter choice corresponding to the slowest adjust-
ment (e.g., T = 72.5 h and L = 12,800 km; orange lines in Figure 2), the precipitation time series for run 2 is
nearly indistinguishable from the RCE in run 1 (thin black lines). In those cases, the parameterized adjust-
ment is so weak that the column is effectively decoupled from the environment.

For L = 1280 km, both new and old WPG exhibit oscillatory behavior on a ~ 10-day time scale, similar to
that seen in Kuang [2011], and there is less mean precipitation than in the RCE run. The 10-day oscillation
and most of the change in the mean disappears for L = 128 km, but larger variability on shorter time scales
remains (although this is somewhat reduced for new WPG relative to old WPG). For both choices of 1, WTG
appears more similar to the RCE case than any of the versions of WPG. There is almost no change in the
mean precipitation relative to the RCE case, but the case with T = 7.25 h has a &~ 10-day period oscillation
similar to both versions of WPG, albeit with smaller amplitude. Note that this 10 day oscillation is distinct
from the gravity-wave resonance discussed previously; it is not possible for the gravity-wave resonance to
occur in WTG or new WPG. Also, the p and w anomalies are in phase for 10-day period oscillations, in con-
trast to the gravity-wave resonance where the p and w anomalies are in quadrature.

Figure 3 shows the resulting vertical-velocity profiles for each of the “run 2" simulations, averaged over the
full 90 days. For a large-scale dynamics parameterization that is perfectly self-consistent, the mean vertical-
velocity profile would be zero at all heights, i.e., the same as the RCE state. This requirement is very closely
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Figure 3. The 90 day mean profiles of vertical velocity from RCE self-consistency tests for each of the large-scale dynamics parameteriza-
tions ((left) WTG; (middle) old WPG; (right) new WPG) for three parameter choices (see legend).

met in the cases of 7= 72.5 h and L = 12,800 km; these parameters are planetary scale, so that the coupling
to large-scale dynamics is so weak that it has a negligible effect on the modeled convection and the column
is actually in RCE. For other values of L and 7, there are noticeable deviations of the vertical-velocity profiles
from zero; these deviations will be compared to the radiatively drive descent speeds below. As expected,
the mean vertical-velocity profiles for new and old WPG are nearly identical; the two schemes only differ in
their treatment of transient disturbances.

One striking feature of these simulations is the agreement between WPG and WTG for small L and t; for

L =128 km and 7 = 0.725 h, the vertical-velocity profiles are almost identical, with strongly third-baroclinic
structure. This agrees with the findings of Kuang [2012], who found that simulations of atmospheric circula-
tions over SST hotspots using WTG and WPG converge to a similar third-baroclinic structure [see Kuang,
2012, Figures 10 and 11] in the limit of small L and z. It is notable that this same structure persists in our
RCE self-consistency tests, in the absence of any SST anomaly.

On the other hand, WTG and WPG exhibit very different behavior as the relaxation parameter is increased.
For WTG, increasing t reduces the mean vertical motion, which decreases monotonically toward zero until
the column is in RCE (e.g., the simulations with 7 = 72.5 h). This agrees with the findings of Daleu et al.
[2012], although their model had descending motion for all values of z; clearly some aspects of this circula-
tion are dependent on the model setup, although the parameter dependence seems robust. In contrast, the
vertical motion in the WPG simulations does not monotonically decrease toward zero as L is increased.
When L is increased from 128 to 1280 km, the third-baroclinic structure in the vertical-velocity profile disap-
pears, and is replaced by first-baroclinic descent with more than twice the magnitude. But, as L is increased
further, the column does in fact approach RCE (e.g., the WPG simulations with L = 12,800 km). The WPG sim-
ulations of Kuang [2012] also show this tendency toward deeper structure for larger L, but the nonmono-
tonic approach to RCE is a novel feature of these simulations.

Although these nonzero vertical-velocity profiles tell us that WTG and WPG are not perfect, are they “good
enough” for practical use? Our criteria for passing a self-consistency test—that the vertical-velocity errors
are small compared to radiatively driven clear-sky subsidence—is designed to answer this question. The net
radiative cooling rate of the troposphere is equal to about 1 K d . The subsidence rate is given by
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w = gQ/N°T, where N is the Brunt-Viisal frequency and Q is the radiative cooling rate in dimensions of Kel-
vin per time. Using values realistic for the mid-troposphere, this results in w ~ —4 mm s~ . For all three val-
ues of 7, the domain-mean w in the WTG simulations is <1 mm s~ ', which is much smaller in magnitude
than ~ 4 mm s, so we conclude that WTG passes these self-consistency tests. The story is a bit different,
however, for WPG. For small and large L (128 and 12,800 km), the WPG profiles are nearly identical to the
WTG profiles for small and large 7 (0.725 and 72.5 h), and they meet the requirement for self-consistency.
For intermediate L (1280 km), however, the WPG profile takes a value of about —2 mm s~ ', which is compa-
rable to the radiatively driven clear-sky descent speed of about —4 mm s~ . For intermediate L, therefore,
we conclude that new and old WPG do not pass these self-consistency tests. In the next section, we perform
self-consistency tests with observed forcing, which emphasizes the ability of each SDS scheme to deal with
transient disturbances.

4, Self-Consistency With Observed Forcings

We adapted case studies from two observational campaigns focused on single-column model intercompari-
sons: the Tropical Warm Pool International Cloud Experiment (TWP-ICE) [Fridlind et al., 2010] and the July
1995 intensive observation period (IOP) at the ARM Southern Great Plains site [Ghan et al., 1999]. However,
rather than use the observed environmental reference profiles to drive WPG and WTG [e.g., as in Wang

et al., 2013], we “filter” the observations through a benchmark simulation forced with the observed vertical
velocity, and then use the pressure and temperature profiles from the benchmark simulation as input to
WPG and WTG. This is the same procedure depicted in Figure 1. This self-consistency test allows for a direct
comparison between the benchmark and SDS-enabled simulations without contamination from any model
or observational errors other than those introduced by the SDS scheme itself.

For the time-varying self-consistency tests, we use a 128 km square domain. The benchmark simulation is
forced with the observed large-scale vertical velocity from observations. The simulations with parameter-
ized large-scale dynamics derive their own vertical velocity using time-varying reference profiles taken from
the benchmark simulation. Because WPG and WTG have been shown to respond strongly to variations in
surface fluxes [Wang et al., 2013], but we are mainly interested in their ability to produce convergence pro-
files consistent with heating anomalies in the column, we use time-invariant surface and advective forcings
and noninteractive (but time-varying) radiative cooling profiles for both the benchmark and WPG/WTG-
coupled experiments.

Additionally, all simulations are initialized using observed profiles of wind, temperature, and humidity; the
temperature field is perturbed with 0.01 K noise in the first layer of the domain. Parameters for new and old
WPG are set following Edman and Romps [2014], with L = 128 km (the size of the domain) and

o* = o(1/3 + r/2), where 1/0 is the Rayleigh damping time scale for the troposphere, taken here to be 5
days. The value of r is not well constrained (see discussion in Edman and Romps [2014]), but it represents
the ratio of the size of the region affected by anomalous convection in the modeled column to the size of
the anomalously convecting column; here we set r = 10. For new WPG, we set the factor 2r/HN=0.042 s
m~', corresponding to H= 15 km and N = 0.01 s~ . For WTG, we set t as the time for a first baroclinic wave
to traverse the domain t = 128 km/49 m s~ ' = 0.725 h, which is comfortably within the range established
by previous studies [e.g., Cohen and Craig, 2004; Wang and Sobel, 2011; Wang et al., 2013].

4.1. TWP-ICE

For the TWP-ICE self-consistency test, the surface fluxes and radiative cooling profile for the benchmark and
WPG/WTG runs are taken from a simulation identical to the benchmark simulation (prescribed observed
vertical velocity), but with surface fluxes calculated interactively using the bulk aerodynamic formula over
an ocean with SST fixed at the observed mean of 302 K, and radiation calculated interactively every

10 minutes. To assess the relative performance of WTG, old WPG, and new WPG, we compare the precipita-
tion time series from each simulation with parameterized large-scale dynamics against the precipitation
time series from the benchmark simulation. Precipitation is a relatively holistic way to assess performance,
because it is closely related to the large-scale convergence produced by the SDS scheme.

The resulting precipitation time series are shown in Figure 4. WTG, old WPG, and new WPG are shown in
the top, middle, and bottom plots, respectively. In all three plots, the result of the benchmark simulation is
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Figure 4. Precipitation time series for the TWP-ICE test case. In all plots, the thin black line is the precipitation rate from the benchmark
simulation with prescribed w. The thick green line in the top plot is the precipitation from the simulation coupled to WTG (z = 0.725 h);
the middle and bottom plots show old WPG and new WPG (L = 128 km for both), respectively.

shown by the thin black line. By eye, all of the parameterizations perform relatively well throughout the
entire 16 day period. More quantitatively, the R? values are 0.590, 0.656, and 0.780 for WTG, old WPG, and
new WPG, respectively. In the first half of the simulation period, both new WPG and WTG capture the timing
and magnitude of the relatively large, almost-daily precipitation events in the benchmark, although the
peaks for the WTG case lag the benchmark slightly, and the amplitude of the largest event at the end of
day 5 is too small. Old WPG gets the timing of the events roughly correct, but more often than not produces
larger amplitudes than the benchmark. In the latter half of the simulation, when the benchmark is charac-
terized by smaller amplitude precipitation events, WTG performs better than either new WPG or old WPG,
which both predict more intermittent precipitation in the latter half of the simulation than the benchmark.

4.2. ARM-Southern Great Plains

In addition to the TWP-ICE experiments, we perform tests using a nearly identical model setup and proce-
dure applied to data from the July 1995 intensive observation period (IOP) at the ARM Southern Great Plains
(SGP) site [Ghan et al., 1999]. A time-varying radiative cooling profile (from a separate simulation) and time-
invariant surface advective tendencies (from observations) are applied as in the TWP-ICE experiments.
Because this field site is over land rather than ocean, we prescribe the time-mean of the observed surface
fluxes for all SGP simulations. Additionally, for the WPG runs, we apply the same boundary layer lineariza-
tion used in WTG to reduce the sensitivity to the diurnal cycle of heating.

We do not include the effects of rotation, despite the fact that the ARM SGP site is located at 36.5°N, well
outside the tropics. At this latitude, the Rossby deformation radius is ~ 2000 km, which is an order of mag-
nitude greater than the horizontal extent of the model domain. Thus, we might expect that rotation would
not affect the dynamics contained within the model domain, and the assumption of weak temperature and
pressure gradients across the model domain and the environment are not grossly violated. Also, convection
in the midlatitudes is more strongly forced by large-scale convergence than in the tropics; on these grounds

EDMAN AND ROMPS

©2015. The Authors. 327



QAG U Journal of Advances in Modeling Earth Systems  10.1002:2014ms000378

150 —  benchmark|
— WTG
£
° 100 +
€
£ 50
0 A A A oY,
. . . n .
150 | — benchmark |4
— Old WPG
£
k] 100 +
£
50 | ]\
R _
150 | — benchmark |4
— New WPG
5
o 100
£
50
0 j\/\_l/ A /) N
0 2 4 6 8 10 12 14 16 18

days

Figure 5. Same as Figure 4, but for the SGP test case. Maximum rainfall rates for the old WPG and new WPG cases are 422 and 365 mm/d,
respectively.

we might expect parameterized large-scale dynamics to actually perform better in midlatitudes than in the
tropics.

Figure 5 shows the precipitation time series from simulations based on the SGP case using WTG (top), old
WPG (middle), and new WPG (bottom). Again, in all three plots, precipitation from the benchmark simula-
tion (forced vertical velocity) is shown by the thin black line.

By eye, we see that WTG outperforms both new and old WPG for this case, although none of the parameter-
izations perform as well as in the TWP-ICE self-consistency test. The precipitation events in WTG (top, thick
red line) are close to the same magnitude as the benchmark, with the exception of the event on day 13,
which is spuriously large, and the event on day 4, which is absent. The timing of WTG precipitation events is
similar to the benchmark, although some WTG events lead the benchmark by up to 12 h (days 6 and 8)
while others lag by a few hours (days 2 and 14). On the other hand, both versions of WPG overpredict the
magnitude of almost all precipitation events, and the timing is significantly delayed for the events on days
4, 8, and 12. Furthermore, WTG simulates the persistent rainfall from days 14-16 of the benchmark simula-
tion better than both versions of WPG, which predict almost-daily precipitation events with magnitudes
much larger than the benchmark.

4.3. Gravity-Wave Resonance

We performed an additional set of simulations based on the SGP case, similar to the time-varying self-con-
sistency tests described above, but instead using time-varying surface fluxes and interactive radiation for
both the benchmark and WTG/WPG-coupled runs. This is still a self-consistency test, as the benchmark and
WTG/WPG-coupled runs are subject to the same forcings, but now the SDS scheme must respond to forc-
ings other than column buoyancy anomalies. This framework is perhaps more representative of how WTG
and WPG might be used to test CRM’s ability to reproduce the properties of the observed atmosphere. One
other important difference between these simulations and the SGP simulations described above (and
shown in Figure 5) is the use of a moister initial condition, which leads to larger magnitude precipitation
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Figure 6. Precipitation time series for the SGP case with interactive radiation and time-varying surface and advective forcings. In all plots,
the thin black line is the precipitation rate from the benchmark simulation with prescribed w. The thick green lines in all plots show precip-
itation from the SDS-coupled runs; in the top plot is the precipitation from the simulation coupled to WTG (t = 0.725 h); the middle and
bottom plots show old WPG and new WPG (L = 128 km for both), respectively. Maximum rainfall rate for the old WPG case is 1470 mm/d.

events in the benchmark and coupled simulations, but should not affect the dynamical resonance we
explore in this section.

The results of this experiment are shown in Figure 6. Old WPG (middle, orange solid line) clearly performs
the worst of the three large-scale dynamics parameterizations, with peak precipitation rates more than
twice as large as the benchmark case, and, starting around day 12, a series of large rainfall events seemingly
unrelated to anything in the benchmark simulation. These wild oscillations are not present in new WPG,
and they are the result of the gravity-wave resonance mentioned earlier.

4.3.1. Why the Resonance?

From the precipitation time series in Figure 6, it is clear that new WPG is a substantial improvement over
old WPG. This improvement is due to the improved handling of transient disturbances in new WPG; in par-
ticular, new WPG eliminates the spurious gravity-wave resonance in old WPG, as shown by Edman and
Romps [2014]. The resonance works as follows: a column coupled to old WPG behaves as though a plane
wave of wavelength L is passing through the domain; buoyancy anomalies with nearly the same frequency
as this wave can trigger a resonance, amplifying the anomaly rather than damping it away. For the shallow-
water case considered by Edman and Romps [2014], the resonance occurs only at the frequency
f=w/(2n)=c/(2nL), where c=/gh is the wave speed in a shallow fluid of depth h. Through a separation
of variables, it can be shown that a continuously stratified fluid obeys a set of shallow-water equations,
each corresponding to a different “equivalent depth” [e.g., Matsuno, 1966]. If one imposes a so-called “rigid
lid” somewhere in the atmosphere (i.e., w — 0 at some 2), the vertical structure of the stratified fluid can be
decomposed into a discrete set of vertical modes, each with a distinct wave speed c. While perhaps not
physically realistic, the rigid lid assumption has been justified in the literature [e.g., Mapes, 1998] and is often
invoked in studies of tropical circulations [e.g., Dias et al., 1983; Haertel and Johnson, 1998; Tulich et al.,
2007]. Because the continuously stratified fluid supports a spectrum of wave speeds and vertical structures,
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old WPG has the potential for gravity-wave resonance at any of the discrete frequencies fj=c;/(2nL), where
¢;is wave speed of the ith vertical mode.

To see this explicitly, consider the Boussinesq equations linearized about a motionless hydrostatic base
state. If we use the old WPG approximation, these equations become

0B=—N*w+Q, )

0:p=pB, (10)

O,Ww=—9, (11)

9o=1P _ 5. (12)
plL?

Here B is the buoyancy, Q is the buoyancy forcing, «* is a damping term, and ¢ is the horizontal divergence.
Assuming N? is constant with height and the dynamics are inviscid («* = 0), these equations can be reduced
to the following equation for the buoyancy:

N2
92o?B— 7B= 0:02Q. (13)

For a forcing of the form Q=Q,e!"™?, where o is the forcing frequency and m is the vertical wave number,
the solutions for B can take the form Bye®*™?_ Plugging this into equation (13), we find an expression for
the amplitude of the buoyancy anomaly By:
im*w

Bo=— m@o. (14)
The amplitude B, goes to infinity as w goes to N/mL. Since N/m is the phase speed of a hydrostatic
gravity wave with vertical wave number m, we find that the gravity-wave resonance occurs at
f=w/(2n)=cm/(2nL), where ¢, is the phase speed of the mode with vertical wave number m. There-
fore, we expect that the gravity-wave resonance in old WPG could manifest at a variety of frequencies
and with particular vertical structures, corresponding to the vertical modes m and their associated phase
speeds ¢,.

Edman and Romps [2014] showed that new WPG eliminated this gravity-wave resonance in the shallow-
water system. Here we show that new WPG eliminates the gravity-wave resonance in a continuously strati-
fied fluid for any vertical mode. The Boussinesq system for new WPG is:

0B=—N*w+Q, (15)
0,p=pB, (16)
O,w=—9, (17)

ara’:%[ifa*a’, (18)

o=0'+ %a,é’. (19)

The difference between these equations and those for old WPG is the addition of (19), which alters J by a term
proportional to the time for a first-baroclinic mode to propagate across a distance L. This incorporates the
effect of the gravity wave back reaction discussed in Edman and Romps [2014].

Reducing these equations to a single equation for the buoyancy in the inviscid case («* = 0), we get

27N N?
02028~ %a,s— 7B=0920. (20)

For an oscillating source Q=Qye™!*"™ (where » and m real and nonzero), we search for solutions of the
form B=B,e*im? and find
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Figure 7. (top) Time series of w from the SGP simulation with interactive radiation and time-varying surface and advective forcings coupled to old WPG. (bottom) Projection of w time
series onto the first two vertical modes. (right) First two vertical modes with a rigid lid at the tropopause.

im?w

2.2 — 21N N2
m-w HL

Bo=— .
I(}J_LT

Qo. (21)

Clearly, there is no combination of real m and real w that can make the denominator zero. Therefore, there
is no resonance for any forcing—i.e., for any frequency and vertical wave number—in new WPG.

4.3.2, Vertical Mode Decomposition

In the above example using constant N2, the sine functions form an orthogonal basis with which we can
expand any vertical profile. For the general case of N%(z), we can define a set of vertical modes by solving
the vertical structure equation,

d*W(z)  N*(z)
dz? c2

W(z)=0, (22)

where W(z) is the vertical structure function for w. Subject to boundary conditions w = 0 at the surface and
the tropopause, this produces a set of orthogonal eigenfunctions corresponding to discrete wave speeds
Cm-

We perform this decomposition for the SGP simulation coupled to old WPG using the mean N°(z) and plac-
ing a rigid lid at the cold-point tropopause (z = 16.4 km). The first two vertical modes are plotted on the
right side of Figure 7. To gain some insight into the wild oscillations beginning around day 12 of the old
WPG simulation, we project the vertical profile of w (averaged every 5 minutes) onto these vertical modes;
the result is the bottom left of Figure 7. Compared to the actual w time series from the simulation (top left),
the first two modes capture the basic features of the oscillation: a shallow (mode 2) circulation leads a
deeper (mode 1) circulation, with a frequency of approximately 4 cycles/day.

The top plot of Figure 8 shows the time series of projection coefficients for each of the first four vertical
modes. Clearly, most of the amplitude is contained in the first three modes. The bottom plot shows the
power spectra of the projection coefficients for the first four vertical modes; the x axis is rescaled by the fac-
tor 2zL such that it is in units of wave speed. The vertical black lines correspond to the wave speeds of the
different vertical modes, e.g., c; =55.2m s ' and ¢, = 28.2 m s . If the oscillations are indeed caused by
the gravity-wave resonance in old WPG, then we expect the peaks in the power spectra to align with one or
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more of these vertical lines.
The strongest peak for all
modes occurs at ¢,, the reso-
nance we would associate with
the vertical structure of mode
2. This is consistent with the
behavior in Figure 7, where the
mode 2 circulation appears to
trigger the deeper circulation,
causing them to oscillate at the
same frequency. Mode 1 also
has a peak near ¢; =552 m
s~ and another around 5 m

s~ . the peak at c; is due to
gravity-wave resonance with a
mode-1 vertical structure,
while the peak near 5 ms™
appears to be associated with
higher vertical modes.

1

5. Discussion

0 10 20 30 40 50 60 In this study, we have eval-
¢ (m/s) uated three methods for

. ) ) o ) , parameterizing large-scale
Figure 8. (top) Time series of projection coefficient for the first four vertical normal modes. . .
(bottom) Power spectra for the time series of projection coefficients for the first four vertical dynamlcs (SDS schemes) in
modes. The x axis has been rescaled to be in units of wave speed; the black vertical lines CRMs, using a Self—consistency
correspond to the wave speeds of the vertical modes. framework designed to isolate

errors introduced by the SDS
scheme from errors in the convection simulated by the CRM. WTG, old WPG, and new WPG all pass RCE
self-consistency tests for large t and L (large-scale environment weakly coupled to the column) and for
small r and L (large-scale environment strongly coupled to the column). For intermediate L, however, old
WPG and new WPG exhibit domain-mean descent that is comparable to the radiatively driven clear-sky
descent and, therefore, do not pass this part of the self-consistency test.

These mixed results do not necessarily doom the enterprise of parameterizing large-scale dynamics. One
notable limitation of the versions of WPG and WTG considered here is that they rely on a single parameter
related to the wave speed of a particular baroclinic mode (z in WTG, 27/HN in new WPG); others have sug-
gested that a spectral decomposition approach might be the best way forward [Bergman and Sardeshmukh,
2004; Mapes, 2004]. Herman and Raymond [2014] recently introduced a “spectral WTG” based on this
approach, and new WPG could be extended to a spectral framework as well.

The secondary goal of this study is to evaluate the new form of WPG introduced in Edman and Romps
[2014], and confirm that it represents a significant advance over prior implementations of WPG. We find
that, in a self-consistency test based on observations from TWP-ICE, new WPG simulates the benchmark pre-
Cipitation time series better than old WPG and WTG, but in a test based on observations from the ARM SGP
site, both versions of WPG perform poorly, and WTG performs better than either version WPG.

We also show the traditional version of WPG [e.g., Romps, 2012b] is prone to a potentially troublesome
gravity-wave resonance, where buoyancy anomalies near the natural frequency of the column are amplified
rather than damped away. In another set of self-consistency tests based on the ARM SGP observations (Fig-
ure 6), which use interactive radiation and time-varying surface and advective forcings, we find that old
WPG is severely affected by this gravity-wave resonance, and that the new version of WPG eliminates this
resonance and simulates precipitation time series better than old WPG. As a result, we find that this gravity-
wave resonance can pose a significant problem in observationally based experiments, but we confirm the
new version of WPG does not suffer from this deficiency.
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